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Background

- knowledge based configurators rely on CSPs
- heuristics help increasing efficiency

- many ML-based heuristics have been proposed (see Popescu et al. 2021)

Popescu, A., Polat-Erdeniz, S, Felfernig, A. et al. An overview of machine learning techniques
in constraint solving. J Intell Inf Syst (2021).



Goal of our study

- direct comparisons between heuristics’ performance is still
lacking

- compare two efficient heuristics based on::
consistency,

prediction quality



Cluster and Learn (Genetic Algorithm)

- finds variable & value ordering for the graph colouring problem
How?
1) k-means clustering of user requirements

2) finds variable & value ordering to minimize runtime

Seda Polat Erdeniz and Alexander Felfernig, ‘Cluster and learn: Cluster-specific heuristics for graph coloring’,
in 12th International Conference on the Practice and Theory of Automated Timetabling (PATAT'18), pp. 401-404, (2018)



Matrix Factorization-based Heuristic

- finds value ordering for an online bike shop

- tackle both runtime and prediction quality
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- Euclidean Distance Similarity
- Pearson Correlation
- Cosine Similarity
- Tanimoto Coefficient Similarity
Our Approach

r: number of constraints in the active transaction (AT)

(b) Prediction Accuracy ()

Seda Polat Erdeniz, Alexander Felfernig, Muslum Atas, and Ralph Samer, ‘Matrix factorization based heuristics for constraint-based rec-
ommenders’, in SAC 19, Proceedings Proceedings of the 34th ACM/SI-GAPP Symposium on Applied Computing, pp. 1655-1662, United States,
(2019). Association of Computing Machinery.



Evaluation

Goal: compare both studies w.r.t. consistency and prediction quality

A simple CSP
- 10 variables
- domains: 5 values
- 2 constraints



Comparison: Consistency

1
0.9 F
0.8}
0.7 F
0.6
0.5
0.4
0.3
0.2
0.1

—
[3)
o
]
s
=
3]
o
—
3]
(=7
—_—
>
9
=
o
<
7zl
R
2zl
=
<o
&

0
0 1 2 3 4 5 6 7 8 9

Number of missing assignments in test CSPs




Comparison: Prediction Quality
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Future directions

- adapt the two approaches to an extended CSP

- on this new CSP: further investigate hyper-parameter tuning

- explore each approach on real world dataset (currently work in
progress)
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Thank you for your attention.



